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A New Weighted Average Method on Ensmble Mean Forecasting

Duan Mingkeng Wang Panxing

( Depart ment of At mOSpheric Sciences , Nunjing Llniversity of Information Sciences & Technolthy, Nunjing 210044 )
Abstract

The ense mble mean forecasting is one of the major forecasting products in an ense mble prediction system .
Compared with the results from a single deterministic forecast, the ense mble average forecast has higher fore-
casting skills . For the forecasts starting at the same initial time , the ordinary ense mble mean forecasting is the
arithmetic mean of all ense mble me mbers. In the ense mble , each of ense mble me mbers has the same weight. A
new ense mble average method considering the different weight of ense mble me mbers (known as “the weighted
ense mble average method”) is presented. In this method, the ense mble average is calculated from all the ense m-
ble members, which has the same initial time and lead time , with the different weight. Through this method, it
is expected to get the better forecasting performance than the ordinary ense mble mean forecast (known as “the
common ense mble average method”) .

Some research conclusions indicate that the results of the ense mble forecasting are more inclined to the value
of major ense mble me mbers ; at the same lead time , the higher success rate of ense mble forecasting al ways corre-
spond to the more consistent me mbers of the forecasting results (the prerequisite of this result is that the ense m-
ble prediction system has better reliability and the initial ense mble perturbations have enough spread so that the

forecasting results can more comprehensively cover the possibilities of forecasting errors) .
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The starting point of the weighted ense mble average method is to adjust the weight of ense mble me mbers in
order that the me mbers with consistent forecast results have larger weights . By this process, the consistence a-
mong the ense mble me mbers is e mphasized. Here, the weighted ense mble average method uses the climatologi-
cally likely intervals to group the ense mble me mbers according to the proximity extent each other; then accord
ing to the size of the climatologically likely interval and the ense mble me mbers in it , the corresponding weight is
adjusted ; eventually, based on the adjusted weight, the calibrated ense mble mean forecasts are gotten.

Based on the NCEP EPS forecasting dataset , the verification methods of ACC and RMSE are used to prove
the performance of the weighted ense mble average method. The test results at the various regions show that the
method can upgrade the ense mble mean performance in a way. Even in the worst situation, the effects of the
weighted ense mble average method do not appear below the ordinary ense mble average method. Compared to the
resolution improve ment of the numerical weather prediction or develop ment of enormous ense mble prediction sys-
tem further, the enhance ment of the weighted ense mble average method is significant .

In addition to the medium-range ense mble average forecasting , this method can also be used in the ense mble
mean of the continuous variables during the other types of forecasts, predictions to improve the forecast perfor

mance .

Key words : ense mble forecasting ; ense mble mean forecasts ; weight ; climatologically equally likely intervals





